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Week 1 – L02 
Convex Optimization and Gradient 
Descent (cont)
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Remark (last iterate convergence!): 𝒙𝑻 → 𝒙∗



Projected Gradient Descent (PGD) 
(for differentiable functions)
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Remarks
• The projection might not be efficient (is also an optimization problem)!!
• The minimizer 𝑥∗ does not necessarily satisfy ∇𝑓 𝑥∗ = 0.

Question: When the last remark can be true?



Analysis of Projected GD for 𝐿-Lipschitz
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Remark
• Same guarantees as in the unconstrained case.
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Analysis of Projected GD for 𝐿-Lipschitz

Same as in classic GD!



Conclusion

• Introduction to Convex Optimization
– Easy to minimize (generally is NP-hard).

– GD has rate of convergence O
𝐿2

𝜖2
for 𝐿-Lipschitz.

– GD has rate of convergence O
𝐿

𝜖
for 𝐿-smooth.

– GD has rate of convergence O
𝐿

𝜇
ln

1

𝜖
for 𝐿-smooth, 𝜇-convex.

– Same is true for Projected GD (similar analysis) for constrained 
optimization.

• Next week we will talk about sub-gradients (non-
differentiable functions) and Stochastic Gradient Descent
(SGD).
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